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Deep Learning



  

Why DL



  

Biological v.s. Arificial Neuron



  

Perceptron



  

Perceptron with bias



  

Loss Function



  

Learning in Perceptron



  

How to find the optimum weight



  



  

Gradient Descent



  

Stochastic Gradient Descent SGD



  

Initial weights matter



  

Learning rate matters



  

Perceptorn is a linear model



  

The XOR problem



  

Multi-layer Perceptron (MLP)



  

Forward Propagation



  

Forward Propagation



  

Forward Propagation



  

Forward Propagation



  

Forward Propagation



  

Activation Functions



  

Derivations of Activations



  

Softmax 



  

Error Backpropagation



  

Error Backpropagation



  

Error Backpropagation



  

SGD using Backpropagation



  

SGD with Momentum



  

Architectures



  

Overfitting



  

How to avoid overfitting



  

Regularization



  

Early stopping



  

Dropout
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